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Why am I here?

• M.Sc student, advised by Van den Hof, TUD, 1992
(actuation mechanism in CD player)

• PhD student, Bosgra & Van den Hof, TUD, 1998
(coprime factor identification, 3D wafer stepper)

• Currently teaching courses on
• Signals, Systems & Control (undergraduate course & laboratory)

• Estimation (graduate course on System & State Identification)

• Control (graduate course on Optimal & Robust control)

• Influenced by Van den HOF (Hall of Famer)
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It is an honor and pleasure to be here!

• Prof. Van den Hof has always motivated & inspired
(work together to improve science & understanding)

• Developing a dynamic model from data:
• Intriguing (from randomness to order)

• Applicable (dynamic systems too complex to model)

• Gateway (decisions, control, tuning, prediction, …)
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Main takeaway

• Exploding activities in Data Science as more 
data & tools are driving models & decisions 

• Data-based modeling has limitations:
• Informative (Persistence of Excitation)

• Approximate (Lossy Compression: large N to little n) 

• Noise (Variability & Bias)

• Inference (e.g. educated guess) is limited by model quality
• Quantify model quality/error and possibly adjust (application driven)

• Do not “blindly” depend on model: know its limitations (bias/variability)

Training a neural network: it knows everything, but you do not know anything (R. Kosut)
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Quick Outline

• Illustrations on model quality
• Practice

• Theory

• How to capture model quality
• Inspirations from Robust Control

• Illustration 

• Integration with (robust) control
• Uncertainty set of models

• Examples

• Final Recommendations & Remarks 
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Illustration of application-driven model quality  
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Data: AC frequency and RMS voltage
from forced power disturbance (pulse)
at Chief Joesph Substation (Brake Test)



Illustration of application-driven model quality  
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𝐹1 = 0.38Hz
𝛽1 = 0.0938

𝐹2 = 0.67Hz
𝛽2 = 0.1608

No additional
resonance 
modes or 
frequencies!



Illustration of noise-induced model bias

Noisy data {𝑢 𝑡 , 𝑦(𝑡)} for 𝑡 = 1,2, … , 𝑁 is given by:
𝑦 𝑡 = 𝑏0 ⋅ 𝑢 𝑡 − 1 − 𝑎0 ⋅ 𝑦 𝑡 − 1 + 𝑤 𝑡

Model with 𝜃 = 𝑏 𝑎 𝑇 (with 𝑛 = 2) is given by:
𝑦 𝑡 = 𝑏 ⋅ 𝑢 𝑡 − 1 − 𝑎 ⋅ 𝑦 𝑡 − 1 + 𝜀 𝑡, 𝜃

“Optimal parameter” via LS is related to 𝑅𝑦𝑢 𝜏 = 𝐸{𝑦 𝑡 𝑢 𝑡 − 𝜏 }:

𝜃⋆ = lim
𝑁→∞

arg min
𝜃

1

𝑁


𝑡=1

𝑁

𝜀 𝑡, 𝜃 2 =
𝑅𝑢 0 −𝑅𝑦𝑢 0

−𝑅𝑦𝑢 0 𝑅𝑦 0

−1
𝑅𝑦𝑢(1)

−𝑅𝑦(1)

We hope (and expect): 𝜃⋆ = 𝑏0 𝑎0
𝑇.
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Illustration of noise-induced model bias

Unfortunately, very likely 𝜃⋆ ≠ 𝑏0 𝑎0
𝑇 as 𝑤(𝑡) in

𝑦 𝑡 = 𝑏0 ⋅ 𝑢 𝑡 − 1 − 𝑎0 ⋅ 𝑦 𝑡 − 1 + 𝑤 𝑡

is “not white noise”.

In fact: 𝑤 𝑡 = 𝑒 𝑡 + 𝑐0 ⋅ 𝑒 𝑡 − 1 , then

𝜃⋆ =
𝑏0

𝑎0 − 𝑐0/𝑅𝑦(0)

Possible solutions: use different model/method, instrumental variables
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How do we capture model quality?

• We are lucky: robust control provides a framework

• Additive uncertainty Δ𝑎, where Δ𝑎 = 𝑊𝑎Δ, Δ ∞ < 1:

• Multiplicative uncertainty Δ𝑚, where Δ𝑚 = 𝑊𝑚Δ, Δ ∞ < 1:
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How do we capture model quality?

• Especially interesting for models used in control:
dual-Youla uncertainty Δ𝑟 with

• Favorable properties:
• Uses (exisiting) stabilizing controller 𝐶 = 𝑁𝑐𝐷𝑐

−1

• All models stabilized by 𝐶 iff Δ𝑟 stable

• Map Δ𝑟 accessible via signals 𝑥, 𝑧 (filtering)

• Equivalent open-loop identification
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How do we capture model quality?

Illustration: variable inductive loading in microgrid

Load modelled as additive uncertainty 𝑊𝑎
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Integration with (robust) control/decisions
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• Inference using modelled data is limited by quality of model

• Required quality of model dictated by application of model

• What if application of model is control?
• Control provides robustness against model errors

• Model with its errors must allow for control

• Examples for a stable model 𝐺 (and stable 𝐶) and new 𝐶𝑛𝑒𝑤:

• Additive: 𝑊𝑎 ⋅
𝐶𝑛𝑒𝑤

1+𝐶𝑛𝑒𝑤 𝐺 ∞
< 1, hence: 𝑊𝑎 small, where 

𝐶𝑛𝑒𝑤

1+𝐶𝑛𝑒𝑤 𝐺
 large

• Dual-Youla: 𝑊𝑟 ⋅
(𝐶−𝐶𝑛𝑒𝑤)

1+𝐶𝑛𝑒𝑤 𝐺 ∞
< 1, hence: 𝑊𝑟 small where 

(𝐶−𝐶𝑛𝑒𝑤)

1+𝐶𝑛𝑒𝑤 𝐺
 large



Integration with (robust) control/decisions
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• With model quality characterized by an uncertainty set of models:

• With update/new control 𝐶𝑛𝑒𝑤, quality 𝑊𝑟  must satisfy

𝑊𝑟 ⋅
(𝐶 − 𝐶𝑛𝑒𝑤)

1 + 𝐶𝑛𝑒𝑤
𝐺

∞

< 1

• Shows interplay between model quality and control application

• Model: control-relevant or “closed-loop” (also: Δ inequality)



Integration with (robust) control/decisions
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• Illustration: frequency domain data of CD actuation mechanism

frequency
data ∎

frequency
response ∎
“open-loop”

model



Integration with (robust) control/decisions
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• Illustration: frequency domain data of CD actuation mechanism

frequency
data ∎

frequency
response ∎

“closed-loop”
model



Integration with (robust) control/decisions
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Illustration: Power System

Let DER #1 = 2 x DER #2. What P,Q should we
assign to DERs so that Power Source is
0 MW, 0 MVAR? (think: POI or generator)

DER power assignment (voltage and current)
can be solved with full network model/data
(load data + admittance data 𝑦12, 𝑦13, 𝑦34)
• Realistic to assume access to full load and

admittance information?
• Alternative solution with simple model

and control?



Integration with (robust) control/decisions
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Solution with simplified model + control:
• Only connectivity, no impedance/load information

(very low-quality model)

• Increase of bulk P of DERs: increase of P at POI

• Increase of bulk Q of DERs: increase of Q at POI

• DER dynamics: time delay + settling



Recommendations (formal)
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Data-based modeling for control should consists of two steps:



Recommendations (formal)
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Data-based modeling for control should consists of two steps:



Concluding Remarks
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Lessons from System Identification with Robust Control:
• Parametrize model quality/uncertainty

• Estimate models not by just “fitting data”

• Let data reduce model uncertainty relevant for the application

• Modeling from data is an iterative process (reinforcement)

• Applicable to data science & data-based modeling

Thank You
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